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Machine Learning in Health 101

● We collect data on those who are sick. 

● We predict when bad events or outcomes, e.g., 
worsening sickness, happens.
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SOTA Methods At/Above Human Performance

2

Source: High-performance medicine: the convergence of 
human and artificial intelligence  Eric Topol, Nature Medicine 
Jan 2019 

Figure: Debbie Maizels / Springer Nature 
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2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

NeurIPS/ML4HNeurIPS/Clinical Data & 
Genomics

Stanford’s Big Data in Precision Health Conference

KDD/Health Day

WWW/Web of 
Health

AAAI/Health Intelligence

Machine Learning for Healthcare (MLHC) 

ACM CHIL

SAIL Conference

ML Researchers Have Really Engaged
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Source: https://models.acrdsi.org/ August 31, 2021 

Models Are Regulated Advice-Givers
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Machine Learning in Health 101

● We collect data on those who are sick. 

● We predict when bad events or outcomes, e.g., 
worsening sickness, happens.

● Bad events in sick people is actually anomaly detection 
in anomalous data.

5
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Machine Learning in Health 101
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● Bad events in sick people is actually anomaly detection 
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● We have no idea what it means for a diverse population 
to be healthy. 
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What exactly are we learning?
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Healthy Machine Learning in Health

Creating actionable insights in human health.
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Healthy Machine Learning in Health

Creating actionable insights in human health.
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Privacy in Clinical Prediction Models

• Anonymization is not robust to linkage.

10



11

Why Differential Privacy?

• In healthcare settings, it is crucial that we provide the same level of 
privacy protection for all individuals.

Sumana is in 
dataset A: gender, 
race, age, and zip 

code.

These properties alone make her 
identifiable to an adversary who 

can access the data, or the 
outputs of a model trained on the 

data. 

Differential privacy 
protects those with 

combination of 
attributes that are 

uniquely identifiable.

11
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Differential Privacy in Yearly Mortality Prediction

• Evaluate year-to-year performance with privacy guarantee 

Task Prediction True Label

Mortality 0 1

0.06 -1.13

1.10 -0.56 +
Update 
Model

12

[1] Suriyakumar, Papernot, Goldenberg, Ghassemi. “Chasing Your Long Tails: Differentially Private Prediction in Health Care Settings.” In 
Proceedings of the 2021 ACM Conference on Fairness, Accountability, and Transparency (FAccT '21).
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Differential Privacy vs. Utility Trade-off 

• What price are we willing to pay for differential privacy?

Large loss of performance for 
high privacy models in mortality.

Less severe drops in tasks 
with lower initial performance.
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[1] Suriyakumar, Papernot, Goldenberg, Ghassemi. “Chasing Your Long Tails: Differentially Private Prediction in Health Care Settings.” In 
Proceedings of the 2021 ACM Conference on Fairness, Accountability, and Transparency (FAccT '21).
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ML is Built on Finding and Enforcing Similarity

• Training “data” loses predictive influence on test with more privacy.  

• Some patients lose more influence than others. 

14

Adding privacy changes the most helpful group training data from Black 
patients to White patients for Black test patients. 

[1] Suriyakumar, Papernot, Goldenberg, Ghassemi. “Chasing Your Long Tails: Differentially Private Prediction in Health Care Settings.” In 
Proceedings of the 2021 ACM Conference on Fairness, Accountability, and Transparency (FAccT '21).
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Finding and Enforcing Similarity

• Machine Learning is built on finding patterns in data, extending them, 
and removing outliers.

15
Bansal, Ankan, et al. "Zero-shot object detection." Proceedings of the European Conference on Computer Vision (ECCV). 2018.
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Finding and Enforcing Similarity

• Machine Learning is built on finding patterns in data, extending them, 
and removing outliers.

• What does it mean if a human is an “outlier”?

16
Bansal, Ankan, et al. "Zero-shot object detection." Proceedings of the European Conference on Computer Vision (ECCV). 2018.
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Healthy Machine Learning in Health

Creating actionable insights in human health.
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Bias Is Part of the Clinical Landscape

• How does/should ML interact with fairness/health1,2,3,4,5?

18

[1] Continuous State-Space Models for Optimal Sepsis Treatment - Deep Reinforcement Learning … (MLHC/JMLR 2017);
[2] Modeling Mistrust in End-of-Life Care (MLHC 2018/FATML 2018 Workshop);
[3] The Disparate Impacts of Medical and Mental Health with AI. (AMA Journal of Ethics 2019);
[4] ClinicalVis Project with Google Brain. (*In submission);
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Model-based Chest X-Ray Diagnosis

19

• Take 3 large chest x-ray datasets (707,626 images). 

[1] Seyyed-Kalantari, Zhang, Liu, McDermott, Chen, Ghassemi. “Medical imaging algorithms exacerbate biases in underdiagnosis.” Nature 
Medicine 2021. To appear.
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Model-based Chest X-Ray Diagnosis

20

• Take 3 large chest x-ray datasets (707,626 images). 
• Train a DenseNet to predict a “No Finding” label, e.g., model says 

patient is healthy. 

[1] Seyyed-Kalantari, Zhang, Liu, McDermott, Chen, Ghassemi. “Medical imaging algorithms exacerbate biases in underdiagnosis.” Nature 
Medicine 2021. To appear.
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Model-based Chest X-Ray Diagnosis

21

• Take 3 large chest x-ray datasets (707,626 images). 
• Train a DenseNet to predict a “No Finding” label, e.g., model says 

patient is healthy. 
• Compare false positive rate (FPR) in different subpopulations to 

examine model underdiagnosis rates. 

[1] Seyyed-Kalantari, Zhang, Liu, McDermott, Chen, Ghassemi. “Medical imaging algorithms exacerbate biases in underdiagnosis.” Nature 
Medicine 2021. To appear.
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Model-based Chest X-Ray Diagnosis

22

Higher model underdiagnosis rates on one subpopulation, such 
as female patients, would lead to a higher rate of no treatment 
for those patients if the model were deployed.

[1] Seyyed-Kalantari, Zhang, Liu, McDermott, Chen, Ghassemi. “Medical imaging algorithms exacerbate biases in underdiagnosis.” Nature 
Medicine 2021. To appear.
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Automating CheXclusion With EHR + ML

23

• Largest underdiagnosis rates in Female

[1] Seyyed-Kalantari, Zhang, Liu, McDermott, Chen, Ghassemi. “Medical imaging algorithms exacerbate biases in underdiagnosis.” Nature 
Medicine 2021. To appear.
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Automating CheXclusion With EHR + ML

24

• Largest underdiagnosis rates in Female, 0-20

[1] Seyyed-Kalantari, Zhang, Liu, McDermott, Chen, Ghassemi. “Medical imaging algorithms exacerbate biases in underdiagnosis.” Nature 
Medicine 2021. To appear.
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Automating CheXclusion With EHR + ML

25

• Largest underdiagnosis rates in Female, 0-20, Black

[1] Seyyed-Kalantari, Zhang, Liu, McDermott, Chen, Ghassemi. “Medical imaging algorithms exacerbate biases in underdiagnosis.” Nature 
Medicine 2021. To appear.
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Automating CheXclusion With EHR + ML

26

• Largest underdiagnosis rates in Female, 0-20, Black, and Medicaid 
insurance patients.

[1] Seyyed-Kalantari, Zhang, Liu, McDermott, Chen, Ghassemi. “Medical imaging algorithms exacerbate biases in underdiagnosis.” Nature 
Medicine 2021. To appear.
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Automating CheXclusion With EHR + ML

27

• Intersectional identities are often underdiagnosed even more heavily 
than the aggregate group, e.g., Black or Hispanic female patients 
are underdiagnosed more than White female patients.

[1] Seyyed-Kalantari, Zhang, Liu, McDermott, Chen, Ghassemi. “Medical imaging algorithms exacerbate biases in underdiagnosis.” Nature 
Medicine 2021. To appear.
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Auditing Fairness In Predictive Models

28

• Significant differences in model accuracy for race, sex, and insurance 
type in ICU notes and insurance type in psychiatric notes.

[1] Chen, Szolovits, Ghassemi. "Can AI Help Reduce Disparities in General Medical and Mental Health Care?." AMA journal of ethics 21.2 (2019): 167-179.

Worse Prediction Accuracy Worse Prediction Accuracy

Worse Prediction Accuracy



29 29

Hurtful Words: Quantifying Biases in Clinical 
Contextual Word Embeddings

[1] Zhang, Lu, Abdallah, Ghassemi. “Hurtful Words: Quantifying Biases in Clinical Contextual Word Embeddings”. ACM CHIL 2020.
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[1] Zhang, Lu, Abdallah, Ghassemi. “Hurtful Words: Quantifying Biases in Clinical Contextual Word Embeddings”. ACM CHIL 2020.

Hurtful Words: Quantifying Biases in Clinical 
Contextual Word Embeddings
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[1] Zhang, Lu, Abdallah, Ghassemi. “Hurtful Words: Quantifying Biases in Clinical Contextual Word Embeddings”. ACM CHIL 2020.

Hurtful Words: Quantifying Biases in Clinical 
Contextual Word Embeddings
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Complex Health Generates Complex Data

Mobile data

Social Network

Internet Usage

Genomic Data

Environmental Data

Medical Records

MEDICAL DATA

32
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Healthy Machine Learning in Health

Creating actionable insights in human health.

33
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How Much Behavioral Variation Could There Be?

• eBay auction study looked at iPods where researchers randomly 
varied the skin color on the hand holding the iPod. 

• A white hand holding the iPod received 21 percent more offers than a 
black hand.

34
Doleac, Jennifer L., and Luke CD Stein. "The visible hand: Race and online market outcomes." The Economic Journal 
123.572 (2013): F469-F492.
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Diagnostic X-Ray Advice In Expert/Non-Experts

• What is clinical interaction with “AI” vs. “human” advice?

• Evaluate expert (radiologists) vs. non-expert (internal/emergency 
medicine) clinicians. 

Gaube, Susanne, et al. "Do as AI say: susceptibility in deployment of clinical decision-aids." NPJ digital medicine 4.1 (2021): 1-8.
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Expertise and Algorithmic Aversion

• Task-expert radiologists rate “AI” advice lower than “human” advice. 

• Physicians across expertise levels failed to dismiss incorrect advice.

Expert Rate AI Worse Similar Accuracy

Gaube, Susanne, et al. "Do as AI say: susceptibility in deployment of clinical decision-aids." NPJ digital medicine 4.1 (2021): 1-8.

(138)                                      (127)(138)                                      (127)
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Expertise and Susceptibility

• Experts have better diagnostic accuracy; ~½ get ⅞ cases correct. 

Gaube, Susanne, et al. "Do as AI say: susceptibility in deployment of clinical decision-aids." NPJ digital medicine 4.1 (2021): 1-8.

7/8 cases correct

7/8 cases correct
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Expertise and Susceptibility

• Experts have better diagnostic accuracy; ~½ get ⅞ cases correct. 

• Some doctors are more susceptible to incorrect advice than others. 

Gaube, Susanne, et al. "Do as AI say: susceptibility in deployment of clinical decision-aids." NPJ digital medicine 4.1 (2021): 1-8.
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No Simple Fixes for Ethical ML in Health

• This is an on-going process that requires improvement.

• Requires engagement on many levels by diverse teams.  

39

Chen, Irene Y., et al. "Ethical Machine Learning in Healthcare." Annual Review of Biomedical Data Science 4 (2020).
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No Simple Fixes for Ethical ML in Health

• This is an on-going process that requires improvement.
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40

Chen, Irene Y., et al. "Ethical Machine Learning in Healthcare." Annual Review of Biomedical Data Science 4 (2020).
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Availability of Embodied Data

• All data is valuable; embodied health data particularly so.

• Robust, private, fair, high-quality algorithms require large-scale diverse 
datasets for research use.

41
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Health Lags Other ML Subfields in Reproducibility

• ML in Health lags in reproducibility metrics:
• Releasing code (A1)
• Releasing data (A2)
• Leveraging multiple data-sets (C1)

42
McDermott, Matthew BA, et al. "Reproducibility in machine learning for health research: Still a ways to go." Science Translational Medicine 13.586 (2021).
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Synthetic Data Is Not a Robust Solution

• Biased datasets can have 
disparate impacts on minority
downstream classification 
influence...

• Even when the real dataset 
is not directly used

• Even when the synthetic dataset 
used for the training is balanced

• Supplementing or replacing datasets with synthetic data does not 
mitigate the fairness concerns caused by the existing biases in 
imbalanced datasets.

43

Cheng, Victoria, et al. "Can You Fake It Until You Make It? Impacts of Differentially Private Synthetic Data on Downstream Classification Fairness." 
Proceedings of the 2021 ACM Conference on Fairness, Accountability, and Transparency. 2021.
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Neither Is Post-Hoc Balancing

• Bias in data causes asymmetric upstream embeddings.

• Biased embeddings impact downstream tasks, even with rebalancing!

44
Dullerud, Natalie, et al. "Is Fairness Only Metric Deep?" In Submission.
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The Tip of The AI-ceberg

• Some issues lie very far under the waterline, and require introspection.

45

Chen, Irene Y., et al. "Ethical Machine Learning in Healthcare." Annual Review of Biomedical Data Science 4 (2020).
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Healthy ML @ MIT IMES 
EECS.CSAIL
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Healthy Machine Learning in Health

Creating actionable insights in human health.
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